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Executive summary
Imagine a world where the limits of human intelligence are stepping stones to greater potential. By inte-
grating artificial intelligence (AI) systems, we can amplify and expand our cognitive abilities beyond current
boundaries. Yet, there is a challenge of effectively assessing and self-assessing the combined performance
of humans and AI to fully harness this potential. My project will lay the groundwork for enhancing human
intellect through AI integration by addressing three ambitious objectives:
(1) making AI-augmented intelligence measurable through comprehensive human-AI assessment;
(2) unconstraining metacognition in human-AI interaction to improve self-assessment and empower users;
(3) building AI interfaces with a metacognitive interaction model in an ability-centric design process.
To achieve these goals, the AmplifAI project will undertake three interlinked work packages. WP1 focuses on
conceptualizing and measuring AI-augmented intelligence by developing tasks and metrics to assess human-
AI composite performance, conducting large-scale testing, and exploring neural correlates via neuroimaging
studies. WP2 aims to understand and remove metacognitive constraints by studying how users assess their
performance with AI assistance, using Brain-Computer interfaces to track metacognitive processes, and de-
veloping adaptive interfaces to enhance self-awareness in decision-making. WP3 involves creating new AI
interfaces with a metacognitive interaction model, iteratively testing prototypes, and launching the AmplifAI
Challenge. Ultimately, I envision AI seamlessly integrated into human cognition, maximizing user control
and enhancing capabilities. By making both assessment and self-assessment in human-AI interactions possi-
ble, we can set the stage for breakthroughs in human-AI synergy and empower people to solve complex global
challenges with AI.
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Figure 1: AmpliAI progress from the current AI problems to breakthroughs in Human-AI Interaction (HAI).

The vision of AmplifAI
If successful, AmplifAI will significantly enhance human cognitive performance through seamless AI
integration. AmplifAI offers methods for designers and users to measure and enhance human-AI
performance. We target to deeply integrate AI into human cognitive and metacognitive processes. For
designers, AmplifAI provides precise metrics to optimize AI systems and interfaces for better human-AI
interaction in an ability-centered design process. For users, it offers a metacognitive interaction model
to track and refine AI interactions, enhancing task performance and effectiveness. Individuals will tran-
scend traditional cognitive limits, achieving greater reasoning, decision-making, and problem-solving effi-
ciency. This amplification will boost productivity, optimize learning, and lead to accelerated innovation and
better-informed individuals. By removing metacognitive constraints and making AI-augmented intelligence
measurable, people maintain control over their cognitive processes, critically assessing AI interaction to
optimize performance. This approach ensures AI truly amplifies the mind, enhancing human capabilities
without diminishing agency. In essence, AmplifAI will redefine human performance boundaries, provid-
ing means to measure and continuously surpass them, enabling individuals and societies to tackle complex
challenges more effectively.

a.1 Human Cognition Challenge and Objectives
Intelligence—the capacity to learn, reason, invent, adapt, and interact socially—is at the core of human nature
[21, 24]. An inherent aspect of this intelligence is our ability to use technology. Throughout history, effective
tool-use has been fundamental to our development, as evidenced by the co-evolution of cognition and social
structures alongside technological advancements [32, 40, 54, 47, 36, 15]. The extended mind thesis [1] posits
that we extend our mind to our environment. For example, while we might struggle to multiply large numbers
in our heads, a sheet of paper allows us to handle more complex calculations. Cascading this concept to the
limits of computing, we now use computers to perform billions or even trillions of calculations per second,
effectively extending our minds. By integrating immense computational power, tools like AI enhance our cog-
nitive abilities, enabling us to process information on an unprecedented scale [22]. As we stand on the brink of
an AI-driven technological revolution, the synergy between human cognition and machine augmentation com-
pels us to reconsider our cognitive boundaries. Consequently, traditional psychometric intelligence tests and
AI metrics [7, 39] fall short of assessing the expanded human potential realized by integrating AI technologies.

In the quest for understanding cognitive potential in the face of AI, I identified the critical weakness of
current AI interfaces: They poorly support metacognition—the awareness and regulation of one’s own cognitive
processes [48, 31, 30, 19]. Advancements in interactive AI technologies like large language models (LLMs)
offer potential enhancements to human cognitive abilities, particularly in verbal fluency and reasoning (see Noy
and Zhang [37] or Bastani et al. [3]). However, I have found that [31, 30, 51, 6] while users think they improve
their performance, they do not monitor their performance in interactions with AI, which is accompanied by
decreased brain signals that index with error-tracking in the electroencephalogram (EEG) [51]. Similarly, there
is converging evidence in the field of explainable AI where explanations of AI outputs are often ignored [50]
or introduce cognitive biases [5], limiting the user’s ability to optimize interactions, impoverishing human-AI
performance. Thus, I propose that metacognition, the planning, monitoring and evaluating interaction, is
the key limiting factor for realizing full human-AI composite potential.
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Figure 2: No-AI from Jansen et al. [26], interaction
with ChatGPT-4o (our sample), and anticipated per-
formance with design model from AmplifAI (cogni-
tive performance ranging from 0% to 100%).

By integrating advancements in AI with metacognitive psy-
chology and human-computer interaction (HCI) principles, we
are positioned to make groundbreaking steps in augmenting hu-
man intellect with technology. Harnessing AI’s full potential
in human-AI interaction requires making AI-augmented intel-
ligence measurable and overcoming metacognitive limitations.
With this integration, I hypothesize that we can create AI tech-
nologies that truly amplify the human mind.

In AmplifAI, I define AI-augmented intelligence, combining
Gignac [20] and Engelbart [15], as:

The maximal capacity to achieve a novel goal successfully using perceptual-cognitive interaction with
computational algorithms through human-AI interfaces.

Note that, in this working definition, maximum capacity is assumed to be a function of the interaction
with the AI system.The maximum cognitive capacityCmax, i(H+A) of the human-AI composite for an ability
domain, i, can be expressed as:

Cmax, i(H +A) = η(α, β) · I(H;A) + α ·H(H) + β ·H(A)− λ(α, β), (1)

where η(α, β) represents the efficiency of the human-AI interaction as a function of both human metacog-
nition α and AI processing β, reflecting the AI’s ability to process information and support the human, λ(α, β)
represents the cognitive resources or load required for the human to effectively use the AI, which is a function
of both α and β. Based on this working definition, we can establish AI-augmented intelligence as conceptually
distinct from classical human cognitive performance, which is estimated without any technology. Breaking
down this definition further, we can develop the three ambitious objectives of AmplifAI.

First, to develop AI-augmented intelligence, we need to make it, Cmax, i(H + A), measurable (Objective:
O1). Currently, there is no conceptual basis for augmenting human intelligence with AI, which means we cannot
measure or estimate the maximum capacity of the human-AI composite. Establishing new metrics will allow
AI designers to optimize human-AI performance and understand its full potential.

Second, we need to unconstrain metacognition in human-AI interaction (O2). The way we think about
thinking machines [48] is key to solving challenges like lack of agency, deskilling, overreliance and trust in
human-AI interaction and, thus, harnessing AI’s full potential. By researching perceptual-cognitive AI inter-
action processes, η(α, β), from a metacognitive perspective, we can enhance users’ awareness and regulation
of their cognitive processes when interacting with AI, ultimately empowering users to level up their cognitive
abilities.
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Figure 3: Hybrid intelligence is
task-specific, with task-driven human-
centered design. AmplifAi makes
human-AI interaction (H X AI) ability-
centric, empowering users.

Third, many current human-centred AI designs, like in hybrid intelli-
gence engineering, limit AI performance by developing specific applica-
tions, e.g., see [2, 25, 28, 56]. This approach overlooks the foundational
characteristics of current AI systems like LLMs, restricting their broader
potential. Instead of confining AI to narrow tasks, we must empower users
to extend the applicability of foundational models.

To achieve this, we must build AI interfaces for each ability i, in an
ability-centric design process (O3; see Figure 3) to increase our capacity to
pursue novel goals and problems. Designing AI interfaces as artefacts that
are optimal for improving cognitive abilities rather than fixing task-specific
issues will enable users to make use of AI systems with user control.

a.2 State-of-the-Art and Beyond
InteractingwithAI can redefine human cognitive potential. Non-technological attempts to enhance intelligence—
such as diet, ambient color, or music—have minimal effects [4, 53, 46, 23], whereas engaging with AI tech-
nologies yields cognitive improvements. For instance, LLMs have increased essay writing speed and quality by
40% and 18%, respectively [37], and reinforcement learning-based interfaces have boosted multitasking perfor-
mance to superhuman levels [34]. Thus, human-AI interaction prompts us to reconsider the fundamental goal
of HCI to augment human intellect, as outlined by Engelbart and others [15, 42], though we currently lack the
means to measure this composite potential.

If human-AI interaction design is successful, AI performance becomes the new baseline for human-AI po-
tential. My preliminary data from participants taking the Law-School-Admission Test (LSAT)—a standardized
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test widely administered in the U.S.— with ChatGPT-4 support show that participants increased their perfor-
mance by about 50% when collaborating with AI, and about half surpassed the average LSAT performance of
ChatGPT-4o. However, as illustrated in Figure 4 and Figure 2, we have yet to achieve our full potential.
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Figure 4: Scatter plot of a pilot study (N = 246) of
people using ChatGPT-4 to complete the logical rea-
soning part of the LawSchool Admission Test (LSAT),
showing that people do not monitor their performance
- unrelated to AI-literacy.

The explanation as to why participants do not level up more
or some might even perform worse lies in Figure 4: users largely
overestimate their performance and do not monitor their inter-
actions. Lack of appropriate monitoring during AI interaction,
as shown in our recent study [30] on interacting with sham-
AI systems, can hinder improvement (see [38] for a computa-
tional perspective on interaction design as optimization). More-
over, this lack of metacognitive awareness not only limits per-
formance gains but also leads to a lack of agency in interaction
as showcased in our study on publishing AI-created content [14].
This aligns with findings that people using AI are overconfident
and feel diminished responsibility when using AI for decision-
making or content creation [12, 14, 3, 29]. While metacogni-
tive awareness can be addressed through calibration for specific
tasks, our large-scale survey found that foundational AI models
like LLMs are appropriated by users for diverse tasks in different
contexts [13]. Therefore, task-based human-centered design will
only offer local solutions for human-AI interaction.

A more general solution would be to acknowledge the foundational aspect of current AI models like LLMs
and adopt an ability-centered design process [55]. This approach focuses on enhancing abilities within a domain
rather than on task performance, usability, or user experience. See Figure 3 for a comparison of AmplifAI to
the prominent task-based design of human-centered AI and hybrid intelligence [44]. With an ability-centered
approach, I hypothesize we can more reliably solve a broad range of challenges with AI and design human-AI
interactions where task-driven hybrid intelligence and human-centered AI interface design reach their limits.

By advancing beyond the current state-of-the-art with a clear andmeasurable concept ofAI-augmented
intelligence, a metacognitive interaction model, and an ability-centered design process, I hypothesize that
we can build technologies that redefine the boundaries of intelligence.

Methodology
My team and I will conduct a comprehensive series of studies, including expert consultations, observational
studies, laboratory experiments, and large-scale online experiments. This ensures robust quantitative data along-
side deep qualitative insights into cognition and metacognition in human-AI interaction, aiming to build new
AI interfaces that truly amplify our minds. We are uniquely positioned to tackle the objectives of AmplifAI as
we have worked with methods of psychometrics [52], cognitive modelling [30], metacognition [14] and neu-
roimaging [51] for human-AI interaction. With this methodological basis, we can approach the measurement
and improvement of human-AI composite performance from a new angle.

a.3 Work Packages
The project consists of three interlinked work packages (WPs) with distinct Key Intermediate goals (see Fig-
ure 5), each advancing specific goals of AmplifAI (see Figure 1). Initially, I will use LLMs as examples of
foundational models in WP1 and WP2. In WP3, I will move beyond LLMs to validate our insights in human-
AI interaction with other foundational models (see Figure 6), ensuring an ability-centered design approach [55].

For the project, two new PhD students, one with a focus on neuroscience/ psychology and HCI one with
a focus on AI/Machine Learning and statistics, will join the Engineering Psychology Group, as well as one or
two post-doctoral researchers (overall 3 years that could be split into two positions). For their contribution to
each WP, see Figure 5.

a.3.1 WP1: Conceptualizing and Measuring AI-Augmented Intelligence

To establish AI-augmented intelligence as a construct and make it measurable, my team and I will use three
classical criteria (conceptual, correlational, and developmental) for establishing an intelligence domain [35].
First, for the conceptual criterion, I will develop a comprehensive set of metrics covering cognitive abilities
such as visual search (e.g., how many edible berries can be picked in a forest in a given time) and decision-
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Figure 5: GANT-Chart with Work packages (WP) and Key Intermediate Goals ◦. Lines connect Key Intermediate goals.

making (e.g., complex route planning), using expert interviews and a Delphi method to consolidate metrics
and define them [8, 45, 18]. . I will test a large sample of participants (based on simulation/power analysis)
with and without AI assistance to measure the synergetic effects of human-AI collaboration in a large-scale
study, with some participants using LLMs and others not. If the group of users with the LLM improves their
performance above and beyond the user group without the LLM alone across tasks, we can establish an AI-
augmented intelligence as a distinct theoretical construct (Hypothesis; H1.1: Interactive AI can improve
cognitive performance.).

Second, to test the correlational criterion, I will use factor analysis to determine if augmented intelligence
with AI exhibits a distinct factorial structure compared to traditional human intelligence models like the Cattell-
Horn-Carroll (CHC) theory [43, 41]. This involves analyzing whether factors associated with AI-augmented
abilities correlate more strongly among themselves than with traditional cognitive abilities (H1.2: Using AI
can change the structure of intelligence.). We will confirm the structure in another large-scale sample and
test its psychometric properties. We will control for AI literacy (for the importance of AI literacy, see Article
4 of the EU AI Act) throughout our studies [33]. However, our preliminary data shows that it is unrelated to
human-AI performance or metacognition [17].

Third, to address the developmental criterion, I will conduct a neuroimaging (fMRI) study to investigate how
prolonged use of AI affects brain function. High-frequency and low-frequency users of AI language models
will be compared during cognitive tasks to observe functional brain changes associated with AI-augmented
intelligence [14, 16] (H1.3: Prolonged use of AI leads to specific changes in brain function.). To ensure the
success of the study, we will collaborate with experts in Neuroscience from Aalto Neuroscience.

In WP1, we test AI-augmented intelligence against established criteria to confirm it as a distinct domain
in intelligence. With this, we will set a new theoretical and empirical foundation for designers to improve AI
interfaces measurably and renew research on intelligence in the face of AI.

a.3.2 WP2: Understanding Metacognition in AI-Augmented Intelligence

I will investigate the impact of AI interaction on metacognitive accuracy and sensitivity by having participants
complete cognitive tasks with and without AI support, measuring confidence levels, self-assessed performance
and sense of agency [11, 19] (H2.1: Metacognitive accuracy, sensitivity, and sense of agency will dete-
riorate when interacting with AI, and agency will correlate negatively with metacognitive sensitivity.).
This builds the foundation for our model of metacognition in human-AI interaction. From this, I will identify
neural markers of metacognition through EEG monitoring during decision-making, focusing on event-related
potentials linked to confidence judgments and tracking of errors [51, 27] (H2.2.: One can detect neuronal
signatures of metacognitive processing during AI interaction.). I will investigate if, with Brain-computer
interfaces (BCI), one could detect moments of low metacognitive monitoring in real time, which can inform
adaptive interface design. I will test strategies to enhance metacognitive monitoring, such as confidence cal-
ibration and prompting critical reflection [19, 48], and then develop adaptive interfaces that adjust based on
detected metacognitive states, promoting better alignment between confidence and performance (H2.3:Real-
time interface adaptation can promote critical thinking in human-AI interaction.). The technical challenge
lies in adapting AI interaction in real-time based on metacognitive states. We will start early by implementing
a Brain-Computer interface adaptation pipeline similar to Chiossi et al. [10] and then increase complexity by
integrating EEG.

WP2will produce ametacognitivemodel of human-AI interaction and concepts for enhancing self-assessment
in neuro-adaptive interfaces. The outcome of WP2 is a new interaction model in human-AI interaction based
on metacognition that emphasizes self-assessment and user control, ultimately empowering users to improve
human-AI interaction themselves.

5



Welsch Part B1 AmplifAI

a.3.3 WP3: Developing Artifacts and a New Design Process

I will build new prototype technologies that amplify human cognitive abilities with AI, focused on supporting
metacognition. My team and I will use an ability-centered design approach [55], aiming to enhance broad human
cognitive abilities (e.g., LLM-based problem re-representation enabling a new level of reasoning) rather than
just improving task-specific performance (H3.1: AI interfaces designed using an ability-centric approach
can amplify human cognitive abilities beyond task-specific improvements.). Through design workshops
with experts, we will create prototypes that map onto factors of intelligence. These prototypes will vary in
interaction dimensions like adaptivity and autonomy and integrate means to sense the user and the environment
[49, 9] which allows for grounding interaction in context and (meta-)cognitive states (H3.2: Adaptive AI
interfaces that sense user state and environment can significantly enhance broad cognitive abilities.).

Enables user 
control

Senses the 
user

Senses the 
environment

Cognitive 
augmentation

Processes 
data

WP1 & WP2 WP3

Figure 6: Currently, with ChatGPT (left), we only have a processor of information
but no sensing of the user’s state or environment to add context. To truly amplify
the mind, we need to integrate these aspects into the interaction with foundational
models like LLMs (right).

These prototypes will be tested itera-
tively in virtual environments, controlled
lab settings, and real-world contexts. Note
that with this, I will only be able to test
a fixed set of AI-augmentation technolo-
gies. To scale the development and refine
the design process, I will, in the third year,
establish the AmplifAI Challenge, an an-
nual competition to evaluate AI augmenta-
tion technologies in real-world scenarios.
Insights from the competition will provide
feedback into the broader research and de-
velopment process, ensuring that the met-
rics, models, and strategies developed are
closely aligned with real-world challenges
(H3.3: AI-augmentation technologies
can be optimized in a competition of
creators.). With WP3, we have set the
stage for a new design method in human-
AI interaction and a new community that strives to engineer interfaces that improve human-AI composite per-
formance. WP3 will be supported by a post-doctoral researcher with a background in prototyping and adaptive
neurotechnology to guide complex software and hardware integration. Note thatWP3 is a high-risk, high-reward
series of technically complex studies. Anticipating potential challenges, I will hire a postdoctoral researcher
specializing in prototyping neurotechnologies.

WP3 will revolutionize applied AI by establishing foundations for designing within a new interaction
paradigm. It will deliver prototypes that enhance broad cognitive abilities through AI-augmented intelligence.
Additionally, WP3 will initiate a new community via the AmplifAI Challenge, improving knowledge dissemi-
nation and supporting the sustainable development of AmplifAI’s vision.

a.4 Impact
The AmplifAI project will significantly advance my career by establishing me as a leader in human-AI interac-
tion and AI-based cognitive augmentation. By developing a framework that measures and enhances human-AI
performance, I will lay the foundation for future research. After this project, I plan to create interactive AI
systems that personalize and optimize human cognitive abilities, pushing the boundaries of AI-enhanced per-
formance. Scientifically and technologically, AmplifAI promises to redefine human-AI synergy, leading to
interfaces that actively amplify human cognition. In the next five years, this could revolutionize education,
healthcare, and decision-making by enabling higher levels of efficiency, with innovations in interaction de-
sign implemented across consumer AI technologies. Looking ten years ahead, widespread AI augmentation
could foster a society where enhanced cognitive abilities are commonplace, driving innovation, productivity,
and improved quality of life within a vibrant research and industry environment.
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